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Abgtract

Theories by D. 0. Hebb and P. M. Milner on how the brain works
were tested by simulating neuron nets on the IBM Type 704 Electronic
Calculator. The formation of cell assemblies from an unorganized
net of neurons was demonstrated, as well as a plausible mechanism
for short-term memory and the phenomena of growth and fractionation
of cell assemblies, The cell assemblies do not yet act just as the
theory requires, but changes in the theory and the simulation offer
promige for further experimentation.

First Draft
INTRODUCTION

The problem of how the brain works can be approached el-
ther by investigating the elementary components, the neurons, and
then seeing how larger and larger assemblies of these operate, or
by observing the behavior of the entire organism and working back
to determine what the components must be., The former activity is
called neurophysiology and the latter is called psychologys. Before
we can say that the problem is well in hand, these two approaches
mist meet in the middle so that we have a single consistent picture

¢Ai5that firmly connects psychology and neurophysiology.
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Q% As the neurophysiologist considers more and more compli~—
cated structures of neurons he gets into problems that are less and

- less related to his normal way of thinking. Curiously, however,
S, some of these problems do not begin to resemble parts of- psychology-
%,}g%hat is happening is that the neurophysiologist is beginning to
think about infOﬂmation‘handlingwmachinGS'thaﬁ are too complex to
q%%be understood without the specialized knowledge of other disciplines.
These other disciplines areé information theory, computer theory, and
mathematics, People in these other flelds need to augment the work
of the neurophysiologists and psychologists before the brain can be
properly understood.

v In the experimental study of the brain it is not yet pos~—
- sible to observe well the electrical interconnectlons among neurons.
o one has yet been able to simultaneously record input and output
signals of a single neuron in the brain, For this reason it has
not yet been possible to test certain theories about how the brain
works by experimentation on animals.
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It is possible to measure the electrical characteristics
of an isolated neuron in some circumstances. s One can imagine an
elaborate nstwork of such neurons and conjecture on the behavior of
the network., The snalytical treatment of these networks has proved
that one can construct any desired kind of logical machine fer
elements that are probably much less powerful than nsurons. st

The analytical approach has nob been very effective in
actually describing the behavior of complicated networks of neurons.
However, it has proved effective to simulate such networks and to
draw conclusions from the behavior of the simulated nebtwork of
Neurcns.

Two sets of simulstion experiments were made and another
is in progress., In the first of thess it was possible to simulate
o network of up to §9 neurcns and a test was made of part of the
theory advanced by D. O Hebb in his monograph, The Organization of
Behavior.B The second set tested an unpublished revision by P. M.
Tiner of part of Hebb's theory with a network of 512 neurons. The
third set is to test a further revision. In each case the original
neurophysiological theory had to be interpreted in order to get
something definite enough to gimulate, and these interpretations
were done by the present authors.

THE 6G-NEURON DISCRETE-PULSE SIMULATION

In this paper the term "rneuron” will generally be used as
an abbreviation for the term "simulated neuron. ! Likewise the term
"synapse™ will be used to stand for the term "simulated synapse,”
in other words for the simulation of the coupling mechanism that
enables one meuron to send signals to another. Where ambiguity
could arise, gualifying adjectives will be used,

: The basic idea of the simulation can be seen by reference
to Fig. 1. The large rectangle in Fig., 1 stands for all of the
20li8~word high speed electrostatic memory of the Type 701 calcu-
1stor., The memory was divided into 70 parts, one for each neuron
and one for the program. In the area reserved for each simulated
neuron were some numbers that might theoretically be measursd on a
corresponding living neuron. These numbers gave all of the informa-
tion that was needed about each neuron. Specifically, the things
that were known about each neuron, either from its location in
memory or from the numbers stored there, were:

1. Tt number (name)
2, How long since it had fired
3, How tired it was from having been fired excessively
i, For sach of 10 outpub (efferent) synapses:
1.1 The number of the (efferent) neuron that it
simulated
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.2 The magnitude of the signal that it sent to
that (efferent) neuron when this (afferent)
neuron fired.

Under control of the program, the calculator repeatedly scanned the
69 neurons and, by making calculations, caused these numbers to
change as they would have changed if the network had actually been
constructed. Therefore, after each pass over the data in memory,
the data represented, in great detail, the state of each neuron and
synapse in the network at the next instant of time.

In this model, time was quantized into time steps. A
neuron could fire at any time step, but not between. A time step
corresponded approximately to the interval between the firing of
one neuron in a chain to the firing of the next. In the simula—
tion, the average length of time required for a single time step
was about 5.3 seconds and this corresponded to perhaps 0.7 milli-
seconds in the brain., Therefore the simulation was slower by a
factor of 7600.

At any glven time step a neuron was either fired or in
some state of recovery from being fired, Various recovery curves
were used and the one shown in Fig. 2 was typical.

During any given run on the calculator the neurons were
interconnected in a particular net. Each neuron was connected so
as to stimulate 10 other neurons. Usually the net was designed
by the calculator. It would make a random choice of the neuron to
be stimulated by each of the 10 output synapses of each neuron.

Tt would record these choices on punched cards and retain them for
the rest of the run.

Tf a neuron fired at time step (n-1) it would stimulate
10 neurons so as to tend to cause them to fire at time step n.
The size of the signals sent to the 10 neurons would depend only
upon the fact that the original neuron fired and upon the magnitudes
of the interconnecting synapses. To say this another way, the in-
put signals to a neuron, together with its threshold, would deter-—
mine whether or not the neuron would fire, but if it did fire, the
strength of firing would not depend on the input signals.

The input situationof a typical neuron is shown in Fig-
3 with some possible values of synapse magnitudes. The behavior
of neuron X 1is shown in the following table.
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Neurons that fired Thre shold Would x fire
on step (n-1) g Mag of x on step n?%
AB 295 256 Yes
BCE 252 256 No
-BCDE 336 ' 256 Yes
ABCDEFG 8139 8139 Yes
ABCDEFG 8139 9138 No
ACF 108 376 Yes
EFG 376 376 Yes

Tt can be seen that the input circuits to such a neuron can provide
quite sophisticated switching.

Not all of the properties of the simulated neurons have
been described., However, to make the exposition easler to follow,
it igs convenient to skip ahead and show some observations on the
behavior of networks of neurons. Except for some minor difficul~
ties, this behavior would be obtained with neurons like those al-
ready described. The discussion of these minor difficulties will
be clearer after showing these results.

Fig. lj shows an example of what will be called diffuse
reverberation. Each row in this figure indicates with a 1 those
neurons that fired and with an O those neurons that did not fire
in a particular time step. Tlach column, of the 6l columns at the
right, shows the history of a single neuron. The right hand 6L
columns of Fig. L show, therefore, the complete firing history of
6li neurons for 50 time steps.

Tig. 5 showsyas a function of time, the number of neurons
that were simultaneously fired. The time covered here 1is a little
larger than in Fig. li, and shows the complete history beginning
with & quiescent net and continuing until the actlivity died out,

We propose this diffuse reverberation as a plausible
mechanism for short term memory, the kind of memory that is in-
volved in remembering the intermediate results in mental arithmetic.
We will discuss later some conjectures as to how the brain can make
use of such a memory mechanism,

Now another property of the neurons will be described.
When neuron A participated in firing neuron B, the synapse that
enabled A to stimulate B was increased in magnitude unless it al-
ready had reached the limit of 938, in which case it remained
constant., This characteristic was our version of Hebb's basic
neurophysiological postulate, Hebb postulated that, "When an
axon of cell A 1s near enough to exclte cell B and repeatedly or
persistently takes part in firing it, some growth process or
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metabolic change takes place in one or both cells such %hat A's
efficiency, as one of the cells firing B, 1s increased,

st e S

This property of simulated neurons is somewhat curious7
No process of just this sort has been observed in living tissue.
However, it has not been possible to demonstrate, by measurement,
that the Hebb postulate is false, Nothing else has been observed
that could account for learning and memory in a plausible way.
The Hebb postulate suggests a plausible machine that does not
contradict experiment.

The purpose of the assumption about the growth of synapses
is to get a mechanism for the retention of long term memory. When
an animal experiences some event there will be activity in its
brain., This activity will consist of a spacial and temporal pat-
tern of firing of neurons, During the experience, the synapses
involved will be strengthened, according to Hebb's postulate.
Therefore, the same, or a similar, sequence of neural events is
more likely to take place later than it would have been if the
animal had not had that experience. A repetition of some part of
the neural events that were associated with an experience 1is as-—
sumed to be the act of recalling the experience. It is evident
that the mechanism that Hebb postulated would tend to cause recol-
lections. The question of whether or not the postulate is suffi-
cient is, in a sense, the main topic of this paper.

If no additional rule were made, the Hebb postulate
would cause synapse values to rise without bound. Therefore, an
additional rule was established: The sum of the synapse values
should remain constant. This meant that, if a synapse was used by
one neuron to help cause another to fire, the synapse would growe
On the other hand, if a synapse was not used effectively, it would
degenerate and become even less effective, because actlive synapses
would grow and then, to obey the rule about a constant sum of mag-—
nitudes, all synapses would be reduced slightly, so the inactive
synapses would decreasé.

Before discussing network action further, another prop-
erty of the neurons will be mentioned. A neuron fired at too high
a frequency becomes less sensitive, SO that more stimulation 1s re-
quired to fire it. The effect of this is shown in Fig. 7, which
shows the threshold as a function of time when the neuron is fired
repeatedly with a constant level of stimulation. As with a living
neuron, this simulated neuron fires rapidly at first and then
settles down to a lower rate of firing.

This process is called fatigue because of the obvious
analogy to living neurons. A significant aspect of fatigue is that
it is a form of memory and, as such, may play an important part in
the operation of the brain.

The concept of cell assembly occupies a key position in
Hebb's theory. A cell assembly 1s a group of neurons that are



interconnected in a very complex fashion and within which diffuse
reverberation can take place., Iig. i shows just such a situations,

Parts of the cortex are imagined to consist of a large
number of cell assemblies, each of which contains a large number of
neurons., Only a small fraction of the cell assemblies are aroused
at any one time. In other words signals are reverberating in only
a few cell assemblies at once. Just which cell agsemblies would be
aroused at any one time would depend in large part upon what cell
assemblies had been aroused at a previous instant of time, and in
small part upon signals from elsewhere,

In the language of information theory, this part of the
brain can be considered to be a finite state transducer, in which
the internal state is determined by noting which cell assemblies
are aroused and which are quiescent. In other words, the brain
should exhibit a kaleidoscoplic sequence of patterns of cell as—
gembly arousal. It 1is outside the scope of this paper to expound
Hebb's theory, so it will be assumed henceforth that the reader
either understands the significance of a finite state transducer
or has read Hebb's book.

In passing, 1t is worth while to point out how appropriate
the finite state transducgr description is for Craik's "hypothesis
on the nature of thought.>" :

Hebb's theory required that it be possible for a neuron
to belong to several different cell assemblies and that not all of
these assemblies be aroused at once. Hebb's theory also required
that it be possible for a neuron to change. its affiliation from
one cell assembly to another. 1t may be possible to devise a
theory that has only the second requirement, but no further con-
sideration of this possibility will take place in this papers

The problem of how cell assemblies can arise and how they
become modified, is vital to this theory. It will be shown that
Hebb's scheme is unlikely to work with neurons of the type described
so far., It will also be shown that, by suitably improving the
neurons and by making the network morse complex, cell assembllies can
be made to form spontaneously. It will further be shown that these
cell assemblies are not entirely satisfactory but that thers is a
plausible course for further investigation.

Suppose that there 1s initially some activity in a net-
work of neurons. and that input signals are impinging on the network.
Suppose also that from time to time a particular input signal; 5,
arrives. When S first arrives, it will impinge on some internal
state, Ij@ Tn other words it will impinge upon some particular
configuration of stabtes of individual neurons. The particular se-
quence of internal states, lj+l’ ij+29 Ij+39 w00, that follows will
strengthen certain synapses in such a way that the sequence
Ijg Ij+19 I§+2, Ij+3’ ... is more likely to occur again. It was
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conjectured that the next time S occurred, some part of I would

g e oo E «f e
be in existence and that some part of the ssquence I., Ij+ﬁ9 Tsins
o s N [

s

Ij+ , oo wWould Dbe reinforcsd. As I sppeared repeatedly some

characteristic response to S gradually would become gufficisntly
reinforced as to be sdentifisble. As the characteristic ssquence

was arising there would sppsar, 1n it, points where diffuse rever-
beration could OCCUr,. Tn other words there would be some internal

state Ij+% which would repsat some part of an earlier stats in
the sequence, As soon &as this happened the rate of reenforcemsnt
£ the connections would lncraase, becauze each time the stimulus
9 peeurred the seguence of stabes would be such as Lo give several
reenforcement s bo some of the cormections instead of just ons re

e

s

enforcement. Lt wag conjectured that cell assemblies correagponding

to smome common stimuli would apise in the brain in this way.

Tn ordsr to best this conjecture ghout the manner 1
which cell assemblies form, & program Was written to generate an
appropriate environment for ths nsuron network, and an arrangement
wag seb up for the network to receive slgnals from the environment.
To recelve the signals, six neurons were chosen to act as receptors.
Tt was arranged that no neurons would stimulate these receptors.
Instsad, bthey could be Fired only by an external prograu to snable
the ealeulator to reach in and modify the one bit on each of thse
six neurons that indicated whether or not it had just received
enough stimalation to fire. The synapses from the receptors spread
out diffusely through the network.

o

&

The neuron net was stimulated once every ten time steps
with a 6-bit signal that conld define the state of sach of the six
receptors. The signals wers chossen by a program whose action is
111lustrated in Fig. 7. 1t i3 & Markov process in which thers 1s
some probability that the input will be random but mixed in with
the random signals are frequsent occurrences of certaln seqguences.
The network then had the opportunity to develop a characterlistic
re sponszs Lo sach of the three zequences.

The network did not develop any characteristic responseés
and there was no sign of development of cell assemblies. A numbsr
of variations on this experiment were tried, all with the same re-
sult., Then the reason for the difficulty was realized and # gimu-
lation experiment was run to verify the explanatlon.

In such a neuron network, the ldea that & detallsd
temporal~spacial pattern of firing can be effectively reinforced by
a partial repetition 1s false. The reason can be seen from the
following experiment. A simulation experiment was run to & conve-
nient point where diffuse reverberation was taking place. Then
all the data was punched on tabulating cards. These cards con-
tained all relevant Information so that, if they were read by the
calculator, the simulation would go on from where 1t left off. DBe-
fore the cards werse read by the caleulator, however, they were re-
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At this point ws conferrsd with D. O, Hebb and one O
peopls, P. M. Miiner. Milner had been working on & revision ©
part of Hebb's thsory to introduce mors recent neurophysiologlieal
data, The sgsence of Milnerts idea was that inhibitory synapses,
ss well as excitatory synapses, are nesded and that within a cell
assembly most aynapses ars exeitatory, while between cell assem—
blies most synapses are inhibitery. This ldea goundaed to us like
a plausible cure for the broublss in the flrst model., It made

engineering sense

by

The significance of the ides can be seen by consldering
11 assemblies. The will act like an Eccleg~Jordan Flip
cuit. Suppose ons l1s saroused. It keeps itselfl going by
svnal sxcibabory comnectlions and keeps the other gquiescent
by the inhibitory interconnections., Finally 1t begins to Tatigue.
As it begins to falter, 1t iphibits the other less strongly, s©
sporadic residual activity in the other beging to increass. This
in turn inhibits the aroussd cell assembly, causing 1t %o falter
more. This feedback conditlon causes &n abrupt switching s0 that
the aroused one becomes Qu.esceant and the quiescent one becomes
asroused, A more detalle 11 seussion of this can be found in
Appendix 1.
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Tt seemsd certain that the switching action would take
place, but it was not clear whether the possibllity of having in-
hibitory synapses would be enough to allow cell assemblies bvo
arise or whether some cell agsembly structure would have to D
built in at the start.

B

Experiments with the discrebe pulse model indicated that
diffuse reverberation was & fairly reliable sort of thing in a net
of 63 neurcns, bub quite erratic in a net with 21 neurons, There-
fore it was felt that in a new experiment there should be a larger
number of neurons in a nebt. A major obstacle To this was that the
calculator was not fast snough to manage a very much larger nev,
even though this was to be done on the Type TOL whieh iz Taasbarp
than the 701, Something had to be sacrificed.

Tt was decided to sacrifice the rnowledge of exactly
when sn individual neuron fired. A11 that the machine or the &x-
perimenter could know was the frequency at which a nsurcn was
firing, and not the exact instants of time at which it did fire.
The frequency would vary from time to time, sc this was called the
M model.

One particular version of the M model will be described
here, There wers 512 neurons, each with 6 input (afferent)
synapses and a number of output (efferent) synapses that varied
from one neuron to another, The synapse magnitude lay between -1
and +1 and changed as long term learning took place. The fre—
guency of &a neuron varied from O to 7. Hguatlons are given in
Appendix 2 to specify precisely how these quantities varied from
time to time, and & qualitative description is given below in the
text,

The magnitude of a synapse Was much like a correlation
coefficient between the two neurons that it connected. If the
frequencies of the two neurons usually went up and down together,
the synapse magnitude would grow toward +1. If, on the other
hand, one neuron was usually inactive while the other was actlve,
the synapse magnitude would approach ~1l. Thig 1s the FM version
of Hebb's basic neurophysiological postulate,

The frequency of a neuron was obtained essentially by
calculating, for each synapse, the product of the synapse magni-
tude and the frequency of the stimulating (efferent) neuron,
adding these products, and normalizing. It was further bounded
by not beling allowed to go negative. Therefore a neurcn could
have a high frequency only if it was stimulated through pogltive
synapses by neurons with large frequencles and not simultanecusly

.

stimulated through negative synapses by neurons with high frequencies.

The fatigue increased 1f the frequency was high; stayed
constant if the frequency Was intermediate; and decrsased 1f the
frequency was low, Furthermore, it was not allowed beyond the
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bounds of 0 and 7.

A fatigue of 7T could nearly stop & neuron

while a fatigue of 3 did 1ittle to 1ite.

An important change was
A distance blas

nections in the net.

made in the nature of the con-

was introduced 8O that two

nearby neurcns were more 1ikely than two remote neurons to be

connected together through &

SYHap se.

In the experiment described

in this paper, the neurons were visualized as beling arranged in a

 cylinder, as shown in Fig, 9. The cylinder was 14 neurons high Teervs
and 32 neurons around. Tf two neurons were within eight of each Tepels
other, they were as 1ikely to be connected by & synapse as any Weo (& <l

e

other two neurons that were within eight of each other.

no neurons that were farther apart were cornnected by syllapses.

Four blocks of four neuron
These four blocks are shown in Fig. 9.

receptors.

s each were selected to acht a8

The procedure

that was used most of the time was that receptor areas 1 and L

were controlled to have maximum a
steps and then the net was allowe
stimulation for three time steps.

ctivity for three successive time
d to operate with no external
Then areas 2 and 3 were controlled

to have maximum sctivity for three time steps and then the net wWas

again left alone for three time steps.
The cycle was considered to be the equivalent of about
and took about 20 seconds on the

many times.
0.2 seconds In an animal

This cycle wWas repeated

ealeculator.

Cell assemblies did actually puild up around each of the

receptor areas. Within a cell

assembly the interconnections were

largely excitatory sand between cell assemblies they were largely

inhibltory.

The activity of each neuron at each step for one complete

cycle is given in Table 1.

Table 1.

Activity During One Complete Cycle of Stimulation

1.

00L000000000060000001140 314100300
00L,000031001000000]77010L,00000000
000000207000000000 70100000120 00
0000000000005001000005000 3000000
0010005 301.100110000061044000200000
00000101000,00000005001100000000
0000000000100000001000011000000
ooooocloooooﬁgooooollooog*@ooeeo
0000010000 30(H0 30000000 CHRO0000L
00000001000 000,10500000000400110
000000000000006000000044100000000
00000000000006000000000000000000
00000 33000000010000000001010000L
000000000500L0100 3fFP0O00000LO00D
0 0000000000000 0000% 000 000001000
000000 0005%0100000100000010000010

Ze

00110 020 000000500016000001L0000 300
00 30200L.20020 0020074060 300010000
0000000050000020007 7507000000000
000000003000002000500000010 00200
000000L1000000000000000000100000
0000010 3100000000002020100000000
000L.00000010001.00000000001000000
000000101000060000ooooooogmoeooa
0000000000106001000700000800 0000
00000001100000100200000L00000000
0000000001000011.004100000000C0 00
0000000000000 31001300 00020000000
000002 30000000000000000000000000
0000 0010000 310000} 2000000000000
0001020 0000000000 7000000200000

OOOOOlOQOOOOOGOOOOQ@OOQOOGQQOOOO

However, ¢§j@
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0030011100000120 00670 07000000100
0020200 3310 000020 0770100200000 00
00000000000010300077507000C00000

 00000001200000205 373000101 300000

0000000 0000 0000 00000000 0000 GO0 00
000 300030010000010000 30100000000
000300000 000001000000 00000000000
oo00001ooooogaooeooooooax 000000
00C00000000000001 307000 0BH0O00000

' 00000001000010010010001106000000

000 30 00000000200004000001.0000000
0000 0000000000000110000067000000
00000020000000000000000107000000
000001100005 000011F7000000000000
000001 30005001000777000000300003
0000010 00000000001 300 30000000000

5.
OOOOOOOQElO@3@%20005005000000000

00001000100000350 024710000010 3100
0000000005100020 053500000 3000000
00000000000000104305L02000340010
000 000000000000 00000010000000000
0000000 00010000010000600001000G0
00 000000000000000060000000006000
00000000000 000010 0000§H0 00000
00002000 000aH0001200000p0A000000
000000000 000100000000010060050 00
0000010000000 00000000000000041 30
000000000 30000000000 300657000000
0010L001000000000102000001000000
000003000070 000000P2003000000010
10000060 007000000 0030 00100100004
00001000000 000000100000000000000

T
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00100000002001210 1000035000000

o

0 000000000000 0000000000000010010
5000 00000000200 C0000000000010000
01000000001000030000010000000000
0000000 00000 00000070100000100010
000000 00000090 000000000§ 000000
0000000000004 50902003003%603060
00011010000000000000000000000002
001000 000000000030000000000 34,000
0010000100000000000040500100 3000
100000000000000000054.00000000000
01000600000000100008# 22000000000
10 000000100000 0000@H005015000000
630600100@00@@06000000@500000000

Lo

002000100000105000k 7007000000100
00001L002100000150025000000001000
000000000 30020 3000 3611050010 00000
000000000000013075563011004410000
5000000000000 000000000000000000
00030100001000001000050000000000
0006000 00010 0010002000000 0000000
00000000000dH00 000 000 COOFRO 00000
00000 000 000000000100 000EE000000
00000000000010000010001006004000
00030000000001000050000000000020
GO020000010000010000000% 77000000
0200100 0000000000100 000007001000
00000 3100055010008123000000000002
000000600070000007.0 700030030000k
000000000001000001 310 30000000000
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OOOOOOOOShOlO02§0000369000000OQO
00010000002001010 000000003000
@01000000310112105'300@015000000
GQOQOOOOOOGOOOQO@I@UBOIOOO@MOOEO
BGOOOOQOOOOOOOOQQOOQQIQOOOOOOOQO
OOOOOOOOOOOOOGOBOOQO@@OQlOlOOQOQ
OOOOOOQQQQOGQOlOOQ7010&00000000@
00000000000 00§000000000LPE 000
0000 3000000000000 30000084 30 3
QOOOOOOOOQOOOOGGOQOCOQIQOGOOEOOl
@OOOOOlOO@QOQOQGZOQQQOO@OGngQBO
010011010 300000000004 045000010 00
OQQQGOQIQOGOOQQQQQGSOQOQ@I@GBOOO
Qi@@OOOOO@?OOlQQOOY%GQ&OOOOODOOE
OOOOOOOllQOGOGODOO”@OG%@DOKlQZOO
IBOOEOOODGOOOOQOQOGOQOQMGOOQOOOO

8.

00000000 0020000110 000000C 0000000
0000 0000000001000 2BTR 00000100000
00000000000 0000060LU 00750060000
00000000001000000000000010010000
60000000000020050010100000700000
Q00000000000 301 H0000000000G0000
0000000000C000V00600000000101010
1000000000057 7050700000 X7 7000000
00N00000000 0771000004 3307 75 1001)
000000000 C1 2600050000 0000000000
001,0000 00007 0200 370¢000 H000L Y000
0000000000% CL002uV00C 11100060000
00000 00000000070 000CLEI000601000
¢L00000000000002 3 CfIR0L000GEGVW000
OGOOGOOOOOOOOGOQOQLﬁuﬁ@@34U$QOOO
00000000000002000000 000100600000
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00000000000000001000000000001006
000 000000000000060P0006000070000
0000000000000000700d0007104500L0
50000000000000050000000000005000
600 30000003000 360200000040750000
60000000100065 300200000000000000
1,000000 00000000 3100007002000000C
00000000000477060700001023000000
0000 006000000 470000041 3174050030
00000000000000400006000000000100
100000000 00000001000 700000000007
00000000108 33070000 00000 00000000
0 CO000 000 0% 330500060000040600061
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00000000000000007 ) 00700 360040
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00000 0000005 70507000000§7010000
0000001000007 7700000, LIl 77000030
00000000000000100001000000C00000
106000 000000000010000000001L000T
000000000070L07000002L,0000000000
00000000001100700010000000700050

OOOOOOOOOOOOGOOSQO%F 00005600000
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In Table 1 the numbers are just half of thse frequencies of
the neurons. This was done to reduece the cost of printing. Since
it is difficult to see what 1s going on without practice and effort,
a small section of the sixth and ninth steps have been reproduced
side by side in Fig. 10 These times were chosen to contrast the
arousal of 1 and L} which suppress 2 and 3 with the arousal of 2 and
3 which suppress 1 and lj. Nearly every neuron has chosen allegiance
to one cell assembly or snother, Only 3 of the 22l neurons shown
are active at both times.

V Examination of the synapsss also showed that cell assem-
blies had formed. A dividing line was found between area 1 and
area 2., Synapses that crossed this line were predominantly nega-
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model still nesds lmprovements, and the stablstl " the improved
model would be different.

A further significant characteristic needsad by ths Helb:b—
Milner theory was evideni. Over sequences of 100 or 8 time steps
(perhaps the equivalent of 17 seconds) neurons ware obaerved O
change allegiance Trom one g@il . ] ' I other

words, Nepaetionation” and "recrulting”
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Some evidence was found to indie
tended to arouse asnother, However, the
be seen that the only possible gxcitatory
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: W

ad with neurons of dubloul
Apparently this was sngufficient to allow apontaneous &C
the net. The only actlvity was caused by the input sign
arouzal of cell assemblles Was complately desermined by -
The theory requires that tLhe praceding central actbivity
much more influential than the inmput stimli, so clsarly
changes are needed.
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PLANS FOR THE FUTURE

After studying the detailed results of thiz expsriment,
we arrived at & conjscturse & to what should sle) P4
conjecturs was based on our ition gains
deslgning computing machinss, We felt that , inhiibit

should be separated from the excitabtory synapsss and should follow
different rules. Appendlx 1 dsascribes some 1
of the transmission of activity from cell asgambl

de T8
befe
"

We then consulted again with Po. M, Milner and learned that
he had just produced & further revision of the theory that had just
this property of synapses with differing characteristics. Hig new
model appears also to have the characteristic that the cell assem-
blies would be much more diffuse than in the FM model described here.
This would correspond better to what is expected in the brain and
would make a better machine because oné cell assembly could directly
affect a larger number of others. Tt is not within the scope of
this paper bto discuss this new scheme because we have not yet re-
dueed it to our terminology and tested it. However, the work is
proceeding.
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Appendix 2 (Cont,)

3)

L)

5)

7)

S(1,5,8+1) = (1 = ) S(1,3,8) + (x(1,8)-%(1,8))e (x(],t)-F(1,5))

m = 32

r(i,],t+1) = 5(1,5,t/1)/Va(1,t41) R(j.t+1)

]

We define p(i,t) J such that w»(i,j,t) >0 including only
. values of
such that the
synapse (i,])
axists

q{i,t) = j such that r(i,j,t) <O

Then
2o e, 3,540 4y )x( 5, t)
— - pli t+1)
x'(1,t+1) = k
| o - (r{1,3,t+1)+k,)
p(i,t+1)

(r(i,j,t+1)-k,
_oa{i t+1) -

Qi t+1)

k = 1,25, ky = 1/512

d{i,t+1) = £{(d(1,8), x'(i,t+1)

- x¥(1,t+1)
dEE?EY“ﬁ-%\N\NB O-h  5-11 12-17
0 0 0 2
1 0 1 :
2 1 2 E
ﬁ 2 3 5

3 Ly 6
5 b 5 7
6 5 6 7
7 6 7 7
an externally controlled value, when the neuron

. - 1 is a stimalated receptor

x(i,t+1) =

X{x'(1,4+1),d(1,t+1)) when neuron 31 is not a
« stimulated receptor
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Fige 7
Environment
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Storage of expressions in the 704,

We describe the method of gtoring a string of symbols in the
70l core memory. The symbols used are those which can be p e
by the 70l and some others. The 704 has 18 symbols which a
represented in the machine by six bit combinations. We can use
the remaining 16 six bit combinstlons for internal use in the 704
but cannot print them. Hence we face the problem of storing

strings of six bit symbols.

This is done as follows. The 36 bit 704 word is divided
into six bit parts A string of symbols 1s stored in a given

7
0
part of the word in successive words, as hown 1in I Lpuf@ 1,
_,‘f\ A., o ‘”AW""“N e mm‘_‘bw e WMV. ."“~Wﬁ"‘"‘5‘fv§l
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Figure 1.

This storage 1s described by a single T70L word as follows:
The address part gives the location of the first symbol of the
expression 100( ( }). The decrement part gives the number of
symbols n(E) in the expression. The tag part gives the part of
the 704 word in which the symbols of the expression are stored.
These parts are numbered 0 to 5, starting on the left. If the
bit is a —, the expression i1s mot completed by one string in the

memory and mMorse of it is described in the next locatlion word.



