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The Complets frozram
for the Logiec Theorist

This Section is divided into two parts. 'The
first part constitutes the nrogram as described
in the text. ircluding the following routines:
Ex; Wh, MDt, MSb; Lic, 1Sb, LRp+v, LRpwr, W,
VCt; CX: CSm, €D, D, I'K, }H, I'd. These routines
are preceded by a list of the most important primie
tive IPta--those that are used in several rouw
tines, Following each routine is a supplensntary
list of primitive IP's used in the definition of
that routire,

The second part of this Section consists of
routines for five IP's—-those Store instructions
that are makked with asterisks (#)--which up to
this point have been treatod as primitives.

Principal Primitive Instructions

A OPER LCRB

B b Brench to b (=Db),
RHB In higher instruction, b.
BHN In higher instruction,  next.

FEF xy b Find the first E in A(x) and
™t in y; if rone,~b.

F&% xy b Find the E in A(x) next after
%(y), put in ys then =L, If
none (end of list), mnext,

FL XYy Find 7L(x) and put in y; if
nong, leave y blank,

FR xy Find ER(x) and put in y; if
none, leave y blank,

PR Xy Put E(x) in F(y). BE{x) remains,

s X Store E(x) back in A(x) (mateh

on P}; if not there, store E(x)
at end of #(x).

SFPN xy Store F(x) as next E in My)3
£(x) becomes last item in A(y).
®Y =y Store a copy of X(x) at (new)

Aly). B(x) = M,
c x b If C(x) == (implies), ~b,
™ x b If %(x) =V, b,



G

L OPER LCRB Seg.

(Read problem X) R
(Put EM(X) in 1)
-MSb
A -MDt
<MCh
SEN
CWG
B FEF
NK
C -FEN
NY
CKG
PE
PK
B

M5b
M
MCh
X(1) is finished,
CwW
CK Find problem with
lowast K,

NNNNTDE Y R
HEN N e O
0O U mE Qe

<«

E
FEF
CX
FEN
B

CX Remove duplicates
of previous problems.

B = W o
O L
wWw\e o

=W

(Write proof.) WP Succeeds in proving P.
{X(1) a theorem) ST :

(stop)

H (Write:mo proof) WNP Fails to find proef,
(stop)

Primitives _ .
CKG xy b If K(x)>K(y), +b.
CW@ if W (work done) > iimit, =b.
E xy Erase E{x) in A(y).

Note: There are six IP's in the exscutire routine

that are not formally defined in LT, Those are

written in parentheses above: read problem, find
problem and put in working memory 1, write proof,
store expression as theorem, write tinp proof®
and stop. .



A OPER LCRB

Ch

=TO=#
w
FL
FR
FEP
A «TC»
vy
8X
FL
FR
«CSm
""LMG
«CSm
=L Me
FEN
BHB

PNV HEFWRWAR D E M
W N

W N ONW OvL B

PR
FE
AM
PC=»
S
SEN
SEL
SR
¥Sb
BHN

-
=\

R e b B B R
=~

Primitives

= O w

F-» x
#8XL %y
#SXR x ¥y

@5{}.’

Seg.

Chaining methcd
Tf can't prove Xix) by
ehaining, -»b; Store new
problems in P,

T C(x) must be -,

T must have C = -

Copy, S0 as to werk on T.

Smf
McF

McB
Find next T and repeat,

P Put E(2) and E(6) in
proper wkg. memoIy.
Create M for new X,
Fix connective.
Store parts,

M5b

- (implies).
in A(y) as XL(¥).
in A(y) as JR(y)-

Put C(x) =
Store X(x)
Store X{x)



o ";} X3
A

A OFER LCRERXIB Segs
pDatachment method
IT can’t prove X{x) by
detachment-?b., Store
MOt x b new problems in 2
FEF T1 € T
A TC» 1 B T must have C =%,
w 1l
FR 12
vv L
¢sm L2 D S
vct L Change view.
CSm L2 D SeCt
B FEN T1 A Find next T and rzpeat.
C BiB
D X 13 Copy so can work on To
FR 34
IM¢ 4L B Me
FL 35 P
XM 56 Creatc new X
S 6 Store away fixed ¥E
SEtN 6P
b 6 B MSb
BHN
Primitives
#XM x ¥y ~8tore X(x) at (new) A(y) as
* main expression.
A OPIR LC B Seg.
Substitution method
TFf can't prove L{x) by
MSb % b substitution gy to
NAW NAW Count one unit of works
W L Sm
FEF T1 C
A W i
¢Sm L1 D
B FEN T1 A Find next T and repeat.
¢ BHB
X 12 He
M 2L
BHN
Primitives
NAW £dd one to W (work dore).



A OPER LCRB
Me xv b
ceG CIL A
CGG LC ¢C
™v L E
v C D

«=CC LC F
FL L1l

FL ¢ 2
IMe¢e 12 H
FR L3

FR C&
IMe 34 H
BHN

A TV L H

B =TP L H
NSGG L C
M L5
Isb CLS
BHN

cC W c H

D =TF c H
NSGG C L
FM c5
isSb LCS5
PHN

E -T7 4 B

© <CN LC B
BHN

F =LRpev L G
LRpws L H

G IMe LC H

H BHB

Primitives
cC Xy b
GG xy Db
CN xy b
M xy
NSGG x ¥y
TF x b

Hatehing routins
Mateh X(x) to X(y); if
canft, b,

Mc left subexpression.

Me right subexpression.

Agsures Sb everywhere,

Sbx

Assures Sb everywhzrc.

CN

Rp IRp's are self-terting.

If 6{x) = C{y)s~Db.
1f 6(x) > 6{y), »b.
If N(x) = H(y)s=b.
Find EM(x} and put in v.
Subtract &(x) from G(y).
If E(x) is free,-»b.



A _OPER LCRB

Seg..

ISh xy 2
FEF L1 F
A CPS 11 B
CN 1¢ G
B FEN L1 A
¢C FEF R2 F
D -CN 2C E
PE L3
NAGG 23
SXE 32
E FEN R2 D

F BHN
G AN &L
1sb 4L CR
B c
Primitives
AN x
CN x b
CPs xy b
HNAGG x ¥
#5¥E x ¥y

A_OPFR LCRB

LRp-v x b

TC+= L A
BHB

A PV L
S L
FL L1
NAG 1
S 1
BHN

Primitives

HAG «x
PCvy =

Sb

L3b

Seg,

T

Pv

Substitubion 7@3@;;
Subskitute Xixj for
E(y) (=) in X(z) (=4).

E(1) must belong to X(x)
Search through X(z)

G's add in Sb
Find next E(3z), repeat

Assign an unused name Lo E(r)
It N x)y = N(y)"'x?’ be

It E(x) subslemsut of E(y)-»b
Add G{x) to G(y); result in
G(y)

Store X(x) in A(y) in placs
of E(Y) (“V) )

Replacement of with ¥,
1f C(x)=¥ , replace
with v; if nct &b,

d

Fix E(x).
Fix EL(x)

Add one %o G{x)
Put C{x) = v.



A _OPER L O RB  Segm.

Replacsment. of ¥ with o
If Olx)=v and (EL(x))
>0, replace ¥ with-*;
if not b.

Lipy:

~TCv
FL
TG

=TV

=TSh

i
F o

[

P et e L
(+ o B ]

Sb
NAG

N
WS

P Fixx
NSG

S
BHN

&
el el 2l SR A2 R

Primitives

FM
NAG
NSG
PC
TGG

v Find EM(x) and put in y.
Add one to G(x)
Subf.ract one frc.. G(x)
Put C(x) = =
b If G{x) >0-b.

HHMKH

A OPER LCRB Sego
View variables ag units.

A

&
FEF L
A FPB 1 Erase old unib
=T¥ i B
PU 1 12
1
FEN L
BHEN

1 A Find next E and repeat

W ox Put E(x) to be 2 unit. {U).
PUB x Put U{x) to be blank



A

OFER 3

s
Le

I
S

a8 bego

VCt_x

A

™
FL
R
v
VGt
W
Vet
PUB
3
BEN

=TV
PUB
S
PUB
S

TN
AN
PU
8
BHN

PU
S
B

PU
S
BHN

ISR ol ol 2k Rl sl o]

Tl CEOE S Ll

f et

Primitives

AT AT WA RSP NSHC T TRRIIMAN S

AN X
(See VV. for PU an
TN X

a

View 28 oonbin

Vot

Ct

Moko umits of winary
expressions and
isolpted variables

Recursion

Hecursion

Blank Vis of Gt unit

Give it a name if not
have one

Make left (isclated)
variable a wmit
XR(x) still to bz done

Make right (isolated)
variable a unit

Assign BE{x) an unused name.

d PUB)

If E(x) has a name b.



A__OPER _LCRE Sag.
Compare ‘%ET‘G regsicns routing
Compare X(x) witi (yys of
cx _xy b they match,~ b
66 LC B T
C6G CL B (L) = G(R), otherwise B.
™ L A
Tv c B
-G LC B c(L) = ¢(Rr)
FL L1 CX Recursion down tree of
FL c2 expressions.
=CX 12 B
FR L3
FR Ch
=CX 3L B
BHB
A =TV C B CN L and C both wariables;
LN LC B with identical names,
BHB
B BHN
Primitives

ORI SN T RCEAR=2)

(For CC, CGG, and CN, see L¥c)

A OPER LCRB Seg

Similar expressiong test
17 DL{x) = DL(y) and

CSm _ xy b DR(x) = DR(y) =0,
FL La D
TR L2
D 1l
D 2
FL C3
FR C 4
D 3
D b
~CD 13 A CD
=D 24 A
BHB



JEbY
By

Coupare desorinkions
if K(x) = Aly), Jix) =
2 £3..-L J(y), and H(x) = i"%ﬁ;;?)*“ﬁ‘ e

, A Def: If K(x) = E'y) %,
- LG A Def: If 3(x) = J ) b
L A Defs If H{x) = ik

A OPER LCRB Sege

Describe
Deseribe

A OPER LCRB Seg.

B X Count lievels

«3
3
g:—‘
e
3

z L1 NK

¢ PFK 2L ER
B &

Primitives .
{See Ex for CKG)

HARE =x Add one to K{x)

P xy Put K(x) in E(y)

T8 b If E{x} is blank b
T % b If E{x) is a wit ok

¥

&
7



.....

Vo E Gty distinct wirisbles
AA i Gob iist for cowrbed=V
FEF L2 E F *ind first B of L(x)
4 -0ps 2L D
= 2 D
. FEF 13 C Find first V of list ~
B ON 23 b CH
FEN 13 B Find next V of list
§ SEN 21
HAS L A
FEN L2 A Find next B of £(x)
E BHN
Primitives
AA x Assign an unused list to A(x)

cN =y b IfH(x)=NF)ed,

cPS xy b If E(x) subelement of E{y)= be
(P(x) - P(¥))o

NAJ x Add one to J(x)

TU x b If E(x) is a unit=b,

NH

Count voriable risceg

FEF
A =CiS
=TU
NAH
B FEN
¢ BHY

B b %
£ b

et
= o

Primitives I
CPS =z y b If E(x) subelement of E(y): b,
HAH @ x 4dd ohe to H(x)
T % p If B(x) is a unit »b.



PARP 2¢ Reduction of proesdural processes gjf';‘i%j

The tore instructions that wsuwi%:::
in wardcus ways ean be redu
like whe rost of the il
tives vequired are (c.} two |
to bypes of cperations alve
four of & now type to manipilate ti*m Pa=
Tae latber opsrations lnsert sad delebe
gusneas from the frent end of a given «“:3.:: £
Thus 3f P = LREL and 4 P« LRELRLE, then 5% = Fi = P
= RLR apd P% + P = LRRLRLE., Observe that osublry
tion can only be pez’:{‘amed when the subkb:
sn initial segment of the minuend, end alse %hat
pddition is not commtative. All these riubines
involve bringing in the eimmt,.-, one by =
rodifying them and storing them in the new Msi: b0

belong
:am'i {b)
MEed,

Store a copy of X(x) at Store X{x) in
(new} Aly) (E(x) = H); place of E(,,,/ ,,
(teke Efx} frow w

A: f')“’ER LOCRB
LCRBE

A  OPEL A_ DOPER T, 0 bR
LA 4 SYE A ..
Al ] FEF L1 D
FEF L1 B s GF Ll ]
A PE 12 ces 1L ¢
PH c2 PE 12
< 2 B PH G2
FEN L1 A HSPP L 2
A BEN HAPP C 2
8 2
¢ FEN L1 A
Store X(x) at (new) U BHE o
A(y) as mein expression
5 PFE L2
A OPER LCRB B R
SKM__x ¥
AL C ,
FEF L1 ¢
A CPS 1L B
PE 12
P g2
HSPP L 2
] b4
B FEN L1 A

¢ BN



PR———
s o s s i .

o3 SL{y" .  store X{x) in Aly) as XR{y),

A OPER LCRB

S, %y SXR

— R e Y P

]

PRECRCE SRS =

£

Lo FaF c
A LB CPS B

2 PE
2 PM
= HSPP
HAFR
2 HAPP
s
R FEN
8 BHES

Bt vl g B
Pt ¥

g

B

PRy Cu B B LU e

&2
=1
[ B €3 R B QY e b b

[

A % . fosign an unuged 1isb Go A (x)

GEBAGH AR TR b e
¢cP xy¥ b ie 2(z) = Pyl (locabes
aven thow

have |

€S xy © Y sgwele

BAPL
HAPR
HAPP
HSPP

Wi

PA

L
2
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In this paper we have spesifiicd in de ;a1l an information prozess

ing sysben tush is eble Yo discovar, weing heurist .c nethods,procis for

on

theorems in symbolic logle. We hevs econfined our:ilvaes to deseripuiong

e

end have not abtempbed ¢ generali ze in sbstracy f=m aboub complei

information processing. Decauey £ thy nsburs o7 “he descripbion,
7

involwing eonsiderable rigor and d siadl, 3% may be useful %o set oub in

-

conclusion the main features of L1, especlally as these appsar to rellech

Pirst of sll, LT cen be spocified at all only bacause iis shructure
is basically hierarchisel, ani makes repwabed use of both iteration and
rocursion. 5o true iz this. that ona of LT's main features, the use of
a problem=subpreblen hierarcly, i hardly ~isible in the program 2i 2dle

LT offers no guaranbee of finding a proof; cn The obher hand, &%
bringe %o ibs hHesk a nuibey of different hearistic methods for achioving
its goals. AXL of these muthods dre smporbant in making LT sufficiently
powerful 4o find proois is most cises, and 4o find them with a reasonsbls
amount of computation, bub not ail of them are estmtial. Withoub

oy

cheining, for instance, LT could s+4313 function, Fhe methods M8b and

MDe still provide it wiih ways o pIove theoremg—-and even some LhHsvrems

more eacily provable 1y ¥Ch would yisid to the mors directly "brute

nasting ond motebing as o mulbi-shage gearch @md

s

selsction procuss. iy dnrolved in such procseses
have alresdy boen compmied upen 22 Sestlen 1. Aiditdonal variatlon

and complexily enbers the program Shrowugl the altavabive nmodes, V¢

&
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th encouragement structures.

Suppose at any given time we have soms choices

investigate next, Carrying out an elementary inve

Y

esa can pub any point on the trse oncs ramoved from those wWe &al-
b o

ready OCCUPY, in our gras
Certain points are called definite results. At thess
points thers are encouragement cues which may take the forms
a, irrelevant
b, definitely part of the answer
¢, probability of being on the right

If a cue says probability p of being on the right track,
subsequent definite results have a certain probability of giving
definite cues., As you branch away from the right track, th2
density of encouraging cues drops, as may also the density of

definite resulis.

Questions:

1. With only the cue structure, how fast can one move down
the treev ;

2. My impression is that there should be a sharp drop from
asy problems to impossible ones,

3, Also a small improvement in the probabilities doesn't help
mich if the probabilities ars around 1/10, 1/100.

. An improvement in the density of cue polnts and in the
number of decisive cues helps a lot.

5, If the model does not have the desired propertles, now can
it be carpentered into one which does?



