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A CODING METHOD FOR INDUCTIVE INFERENCE

R.]J. Solomonoff

ABSTRACT

A new general inductive inference method has been described
in which the a-priori probability of a sequence of symbols is com-
puted on the basis of the lengths of various code strings that could
be used to describe that sequence to a universal Turing machine.
A coding method is displayed for a simple Bernoulli sequence and
the inference technique is applied to the computation of probabilities
of symbols in that sequence. The results obtained in this case are
shown to be identical to Laplace's rule of succession. The probabil-
ities correspond to Shannon's entropy if the Bernoulli sequence is a

very long one.

iii



ZTB
140

TABLE OF CONTENTS

Abstract . . ... ... ....... e e e e e
L. Introduction and Summary. . . ... ... . ... ... ...
II. Coding the Bernoulli Sequence . ........................

III. Conditional Probabilities in the Bernoulli Sequence. . . .........




ZTB
140

A CODING METHOD FOR INDUCTIVE INFERENCE

R. J. Solomonoff

I. INTRODUCTION

A very general inductive inference method has been described
(References 1 and 2) in which an a-priori probability may be assigned to any

long sequence of symbols.

The method consists of coding the sequence in a type of binary code, in all
possible ways. The probability of any particular code is then Z_N, N being
the number of bits in its binary representation. The a-priori probability of the

sequence is then the sum of the probabilities of all of its codes.

The conditional probabilities of various possible individual symbols following
a given sequence of symbols may then be obtained by taking the normalized
a-prioriprobabilities of sequences that consist of the given sequence, to which

the various possible symbols have been catenated.

The present paper applies this general induction method to the problem of
computing the probabilities of successive members of a Bernoulli sequence.
This is about the simplest kind of inductive inference problem that exists, and

has been the subject of much discussion.

The result, in the present case, is identical to one obtained by Laplace,
which is called "Laplace's rule of succession.” One set of assumptions that
leads to his result is that the probabilities of the frequencies for each of the
symbols in the Bernoulli sequence are initially uniformly distributed between

zero and one. Then Laplace’s rule gives the "expected value" of the frequency
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of each type of symbol, after a certain initial subsequence of that entire
Bernoulli sequence is known. The relative expected frequencies of the symbols
A and B is
Cp +1
CB +1

b4

Cp and Cpg being the number of occurrences of A and B, respectively, in the

known subsequence.

The present analysis is used to illustrate a particularly important kind of

coding method.

This coding method has been modified and generalized to apply to sequences

of symbols in which Laplace's rule does not apply.

The present paper describes the simple coding method in some detail. It will
be followed by papers dealing with modifications and generalizations of this

basic coding technique.
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II. CODING THE BERNOULLI SEQUENCE

A Bernoulli sequence is a Markov sequence in which the probability of each
symbol is constant throughout the sequence, and is independent of the

subsequence preceding that symbol.

For any Bernoulli sequence, we will give a method for assigning a set of
numbers to that sequence. Each number will be a code for the sequence, so
that given any integer, and an ordered list of the symbol types to be used in the

sequence, the associated Bernoulli sequence can be uniquely determined.

Later, these code numbers will be used to compute a-priori probabilities of
various sequences, and from these, in turn, an expression for conditional

probabilities of successive symbols of the sequence will be obtained.

To assign a code number to a Bernoulli sequence, we will first assign an
ordered sequence of ordered pairs on integers to the sequence. There will be

a pair of integers for each symbol in the original sequence.
Consider the Bernoulli sequence:
a=BBABCCABCCBA (1)
The only symbols used are A, B, and C.

We will then write the sequence of symbol types, ABC, followed by the
original Bernoulli sequence. This gives:
B=ABCBBABCCABCCBA
1234567 89101112 (2)
“The first symbol of a in Eq. (1) is B. The integer pair assigned to this B
will be (3,2). The 3, because there are 3 symbols in* # before the symbol to
be coded. The 2, because the only previous occurrence of B is the second

symbol,
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4 A CODING METHOD

The second symbol of « is also B. Its integer pair can be either (4,2) or

(4,4). The reason is that in g, both the second and fourth symbols are B.
The integer pair for A, the third symbol of «, is (5,1).
The integer pair for B, the fourth symbol of «, is either (6,2), (6,4) or (6,5).
The integer pair for C, the fifth symbol of «, is (7,3).
One permissible intermediate code for the first five symbols of « is then
a = (3,2), 4,2, (5,1), (6,5), (7,3). (3)

Since there are two possible choices for the representation of the second
symbol of o, and three possible choices for the fourth symbol of «, there are
2 x 3 = 6 permissible intermediate codes for the subsequence consisting of

the first five symbols of «.
To change the intermediate code,
(ay,by)(a2,ba)as,b3), - - - » (an,bn) (4)
into an integer, we use the formula

k= ((...(((bnan_1+bn_1) an_z‘l'bn_z) an_3+bn_3) ..... ) 3.2+b2) a1+b1. (5)

k is then the integer code number for the sequence, «.
In the case of intermediate code, a, this gives

k

i

(36 +5)5+1)-4+2)3+2 (6)

1400

It is possible to reverse this process and go from k back to the original

intermediate code. To do this:

Divide k by a;. The remainder is by.

Divide the quotient by a;. The remainder is by.

Divide the resulting quotient by a;. The remainder is bs.
Continue until no more bj's are obtainable.

ZTB
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Pt

% In the present case, all ai's are known.
’ aj=i+2. (7)
More generally
aj=i+d-—1 (8)
where d is the number of symbol types in the Bernoulli sequence.

As an example, we will show how to go from the code number, 1400, in
Eq. (6) back to Eq. (3).

Since from Eq.(8), a; =1 +d—1 = 3, we divide 1400 by 3 to
obtain 466 with remainder 2, so by = 2.
9 We divide 466 by 4 (which is a,) to obtain 116 and remainder 2,
| which is b,.
E We divide 116 by 5 (which is ag) to obtain 28 and remainder 1,
which is bs,
We divide 23 by 6 (which is a4) to obtain 3 and remainder 5,
which is by.
Since 3 is smaller than 7 (which is as) we stop at this point and set

bs equal to 3.

Thus we have reproduced the original intermediate code of Eq. (3). To go

from Eq. (3) back to the original Bernoulli sequence, «, is then trivial.

It is possible to obtain a very simple approximation for the value of k.

Expanding Eq. (5), we obtain

k=bpap-1ag-2...... asay
+ bp-1ap-2...... asaq
Fo.ooo..
+ bgagay
+ byay
+ by 9
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6 A CODING METHOD

Since ap-y =n+d— 2, and n will be very large in all cases of interest, we

may neglect all but the first term, and write

k= bnan_ian_z ....8989. (10)
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III. CONDITIONAL PROBABILITIES IN THE BERNOULLI SEQUENCE

Now let us consider the problem of determining the relative probabilities of
various possible symbols following the n symbol sequence «. We will use
Eq. (5) of Reference 1 (page 18) to obtain this. (The notation is modified for

the present context.)

ri+m o0 N(S ),
TACn-l_m’jl

j V) : 4 1-¢

lim lim 4=1 i=1 2
TBCn_}.m’ji

)P I FEr

j=1  i=1 2

Essentially, this equation says that we should consider all possible continuations

of the sequence to a distance of m symbols into the future.

Then the relative probability of the symbol A following the sequence o,
rather than the symbol B following «, will be approximated by the total a-
priori probabilities of all sequences of length n + m that start out with the
sequence « A, divided by the cormresponding expression for sequences that start

out with a B.
The approximation approaches exactness as m approaches infinity.

In the present case, it will become clear that the value of the approximation
is constant for m = 2, so we will consider only m = 2, which is the simplest

case.

For the a-priori probability of a particular sequence of m +n symbols, we

will use the approximation,

(11)

k; is the ith code number that is a legal representation of that sequence.
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Tt will be noted that this expression differs a bit from those used in

Reference 1. There, the expression used was something like
lim 2 (3(1-epN(k)
e—~0 i (12)

Here, N (k;) is the number of bits in the binary expression for the integer k;.

We will approximate N(kj) by logykj. This then gives for a-priori probability,

lim Do (dylogeki (1 glogzk
e—~0 i (13)

Ifweset 1— €= 2’5, we obtain

logy ki _-6logyki 1
lim Z } B2y 828 _ 1im Z —
6—0 i 5—~0 i L0

; (14)

In the present coding problem, it can be shown that the expressions for
relative conditional probability that are obtained are independent of §, so

we will use

PP

ki
for the total a-priori probability of the sequence being coded.

In order to obtain the necessary total a-priori probabilities, let us first
consider the intermediate code expressions for o A- followed by various

single symbols. Such a code will have approximately the number
k=345..... (mn+d— 1)(n+d)y-bp + 2 (15)
assigned to it, and the a-priori probability of this code will be approximately

1 _ (d=1)!
K (n+d)by+2 (16)

The value of b, 4 2 can be any integer from 1 to n +d. It will be seen, that

if we fix the value of by 4+, and consider the n + 1t sequence symbol to
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be A, then there will be just Cy! Cg! Cx! (G4 + 1) different possible
Intermediate codes that start out with ¢. Here Gy, Cp, and Cq are the
number of times that A, B, and C, respectively, occur in «. The reason for
this particular number is that when the r™ occurrence of A, say, is being
coded as a pair of integers, there will be only one possible choice for aj, the
first integer, but there will be just r possible choices for bj, the second integer.
Each such choice of bj results in an acceptable intermediate code for the

same sequence. The aj and bj are those of Eq. (4).

The total a-priori probability of all sequences of n + 2 symbols that begin

with a A, and have the same value of bp 43, will be

(d= 1)1 Gy! Cg! C! (Cy +1)
(n+d)tbpy, an)

Then, summing over all possible values of by 45, we obtain

n+d

(n+d)! i A

i=1 (18)

for the desired total a-priori probability.

The cormresponding expression, in which the n—l—lth symbol must be B, is
n+d
(d~1)!CAI CB!CC! 1
e CB +1
(n+d)! 1
i=1 19)

The relative probability of « being continued with A rather than B, is the
ratio of these two expressions,

Cp+1

Cpt1

(20)

It will be noted that this expression is identical to that obtained by

"Laplace's rule of succession.”
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140



10 A CODING METHOD

It may seem unreasonable to go through this rather arduous process to obtain
such a simple result — one that could be otherwise obtained from far simpler
assumptions. However, the present demonstration is used to illustrate a very
simple case of a certain coding method. It is well that this coding method
should give reasonable results in this particular case. Later, we shall
generalize the coding method that has been described, so that it may deal with
descriptions that utilize definitions of subsequences that occur with significant
frequencies.

The mean values of expressions (18) and (19) are, for long sequences,
equivalent to Shannon's Z pjlog;pj. If we take log; of expression (18) and
divide this by n we obtain the mean bit cost of coding a symbol of the
original sequence. Using Sterling’s approximation, it can be easily shown that

this approaches

Ca Ga) S8, (CB), Sc. (Sc)_
o log\ )+ lom )+ o\ ) = ZuplomBr o)

as n approaches infinity.
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