Mr. R. Js Solomonoff
Technical Research Group
New York &, N. Y.
Dear Mr. Solomonoff:
This writer is presently engaged in graduate study
at the University o: California at Los Angeles and would
appreciate receiving a copy of your paper entitled, "An
Inductive Inference Machine", a privately circulated
report;'usqd_aa a reference to your paper of the same
.titlé presénﬁad-at fhe 1957 National IRE Convention.
As I wish to discuss youf IRE paper in detail at a
seminar Oct. 15th if possible a most rapid reply would
be appreciated.
Sincerely yours,
e

Paul Baran
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1425 E, Dorothy Lane
Fullerton, Calif.

October 27, 1957

Mr. R. J. Solomonoff
26 Boylston St.
Cambridge 38, Mass,

Dear lMr. Solomonoff,

My most appreciative thanks to your airmailing a copy
of your paper "An Inductive Inference Machine" to me.
Because of a delayed schedule, it has arrived in more than
adequate time to be of excellent use.

The seminar that I mentioned is one on digital computers
in general with the session of interest on advanced "switching
theory" in particular. The whole area of self-organizing
logic computation seems to be a most active one and my
appetite was whetted by the first sentence of your paper—

"A machine is described which is ddsigned to operate as human
beings seem to."

I have thoroughly enjoyédrredading your e« mplete paper,
and would like to congratulate you on your invention of a
most interesting and novel avproach, although I have some
practical type reservations on things like the memory capacity
and some other details,

I might mention that in contrast to the enjoyment of
reading your complete paper, I thought the condensation that
appeared in the IRE National Convention Record came a bit
short of adequately describing your ideas. Ah, but I guess
such is the price of condensing 55 pages into 55 pages.

I shall return your paper as soon as I have an
opportunity to have it duplicated.

Many thanks,

/fjwiﬂ;%

Paul Baran
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L A T O R C O M P A N Y

140% MOUNT AUBURN STREET . CAMBRIDGE 38 - MASSACHUSETTS - TROWBRIDGE 6-6776

December 24, 1957

Dr. Warren S. McCulloch

Research laboratory for Blectronics
Massachusetts Institute of Technology
Cambridge, Massachusetts

Dear Warren,

Ray Solomonoff was leaving for a holiday trip to New York on Monday,
but before going, he prepared the enclosed informal statement of his in-
terests. He asked me to add whatever supplementary information I thought
might be useful. Ray is definitely seeking support for his researches in
inductive inference., At present, he is operating on his savings, though
this cannot long continue.

It is our assessment that one of the early pay-offs of his work in
inductive inference will be in information retrieval -- in the area of ma=-
chine assigmnment of descriptors or index terms. However, it will take a
lot more preliminary work before he is really ready to do such sophisti-
cated operations on text.

The current status of his work is at about the point indicated in
his IRE paper, "An Inductive Inference Machine®™. Refer to the items in
Section 4 of the enclosed reprint. It is still very much in the pencil-and-
paper, basic thinking stage. This fall, he has been working particularly
on the problems of assignment of utility or priority to the n-gram predic-
tion patterns and pattern transformations. He has also been learning about
information retrieval. He has a good deal of careful thinking yet to do
before some simple tests are ready for machine programming.

About this machine programming: some estimates at NBS indicated that
exact programming of this approach would be very slow on existing machines.
However, it is my speculation that some of my random pattern coding could
give a good probabilistic computation of the n-grams and transformations,
and if so, it would speed things up immensely. Also, it would have features
that probably are closely related to the way the brain works.

In general, I find Ray's work the most interesting and fundamental
of the current work I am familiar with on artificial intelligence.

Sincerely yours,
CG—QQL!\ :

Calvin N. Mooers

Iencl. IRE reprint
RIS letter

PIONEERS IN SYSTEMS AND MACHINES FOR INFORMATION RETRIEVAL
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Z A T O R c O M P A N Y

14p0% MOUNT AUBURN STREET - CAMBRIDGE 38 . MASSACHUSETTS - TROWBRIDGE 6-6776

January 16, 19<8

Jr, Burton Adkinson
National Science Foundation
Washington 25, D. C.

Jear Burton:

Bnclosea is an Addenda to Ray Solomonoff's Proposal for Spomsored
Research on Inauctive Inference that we left with you before Christmaw.
This Addenda fills in certain gaps in the presentation. In particular,
it aescribes in some detail just what are the next steps that he oroposes
ani the cost amounts. The text of this Addenda follows rignt along after
the text of the provosal. If you shoulu require additional covies of the
complete proposal, we shoul: be glaa to furnish them to you =zt your request.

We realize that the technical asvaluation of proposals of tris
character is quite difficult. For thie reason, Ray suggests that any
of the following people, who are familiar with hie work on iniuctive
inference to some extent, coul: give their expert comments. The first
of thece is Jr. Peter Elias at Massachusetts Institute of Technology
who had personally reviewea EKay's work an. has a current request for
Ray to prepare a paper on nis theory of inauctive inference for publication
in Elias' new international journal on information theory. Several
people on Klias' review vpanel probably also looked over Hay's work, ana
<1lias couls furnish their names. Jr. Claude &. Shannon, who is now at
the Center for Auvanced Stuay in Behu.vioral Sciences, Stanfor., California,
is aleo quite familiar with the work. However, since Shannon is deluged
with letters from all over, it is aifficult tc get an answer out of nim.
Or. Marshall C. Y vits, Office of Naval Research, Washington, U. C.
has recently famili-rigeu himself with Ruy's work. In this same catagory
ie Mr. Ruscell A. Kirech at the National Bureau of Stan ar.s. At the
Lincoln Laboratcries, Beaforu, Massachusetts, Ur. Marvin Minsky ana
Mr. kolans Silver are both quite familiar with his work. We trust that
these sugzestions will be of some assistance to you,

In order to see how things are going, we hope to televhone your
office at the ena of next week. 1 shall be glaa to furnish any aduitional
information as needea.

Sincerely,

Coaliss

Calvin ¥. Mooers
Proprietor

ClM: mw
encl, addenda

PIONEERS IN SYSTEMS AND MACHINES FOR INFORMATION RETRIEVAL



L A T O R Cc O M P A N Y

140% MOUNT AUBURN STREET CAMBRIDGE 33 MASSACHUSETTS - TROWBRIDGE 6-6776

Jamuary 39,1958

Dr. Marshall C. Yovits

Information Systems Branch Code 437
Office of Naval Research
Washington 25, 0. C.

Dear Marshall:

Talking to Lea Bohnert yesterday reminied me that 1 really do
owe you a letter. Since our trip tc Washington, Ray has prepared a
little more information in the form of an Acaenda to his procoosal, a
copy of which I believe he left with you. Thus I am seniing herewith
& complete copy of his proposal as it is in the present state including
the Addenda. Ths adcitional information that you will find in it will
be of assistance in making clearer just whit Ray has in mini for research
on inductive inference with a slant towards information retrieval. In ny
opinion, the importance of "inductive inference machines" or "artificial
intelligence™ as applied to information retrieval cannot be underestimated.
From my long background in working out both the theory anc practise of
information retrieval, I can certairly say that this is the key to the
long-range future developments.

In our talk at the Computer Conference, you askei that I write
to you a 1little bit of what my particular interest in the way of future
work is. Ae you know, I have been working on behalf of the Bureau of
Stancarie, an. have so far gotten two papers out as the result of my
studies. The first (No. 111) "Some Mathematical Ideas Needed for a
Retrieval Theory" is a very general discussion for the ascistance of
non-mathematicians, The secon: (No. 114) "A Mathematical Theory of
Language Symbols in Retrieval (Part I)" is a more advanced paper. 1
am exteniing ana revising it in a paper to be presented at the Inter-
national Conference on Scientific Information this fall. The results
of my studies of the last year have covered a good deal more grouna
than has been boiled out into these particular papers. In oraer to
give a little inaication of what is still to come, I have prepared an
informal prospectus of what seemed to be some of the papers that need
to be written in this general area. I am enclosing a copy of it, but
Please regarc it as a private communication to your office at this time.
This "Prospectus of Papers in Preparation" describes a number of points
of theory that need filling in for the ievelopment of a founcation theory

PLONEERS IN SYSTEMS AND MACHINES FOR INFORMATION RETOIEV AU



Or. Marshall C. Yovits -2 - January 30, 1958

for information retrieval. What I feel ie needed is a solid theoretical
basis for the information retrieval systems we now have, ani once these
postulates are brought out into the open 0 we can examine them, these
postulates and systems will invariably direct us to more elaborate con-
ceptions of retrieval that can well be put into use. For another thing,
the development of a competent retrieval theory will be most valuable in
guiding the work on the application of inductive inference machines., Ip
the early stage of their development and application, these machines will
not be able to do the whole problem of discovering internally and empirically
howv to do retrieval. They will have to be guided by certain general prin-
ciples. Thus we need a very good general theory to form the skeleton on
which inductive inference machines o f a simple character can work. It

is in this sense that I am particularly desirous of having the opportunity
to work in loose association with Solomonoff. There should be an area

of easy informal contact between these two endevours, without warping

any of them seriously in the direction of the other at too early a stage.

It is my desire to direct my work in the next year or two along
the general course pointed out by the "Propectus of Papers in Preparation".
(0f course there will be other topics that will arise as oy thinking pro-
gresses.) One of the very good possibilities, for which the time begins
to appear to be ripe, is to mould some of this output into a form suitabdle
for a book on the theory of information retrieval systems. However, I
have taken no formal steps in this direction. Support for my work, for
the period after April of this year, is in a very fluid state. From the
scholarly standpoint, there would be some very real advantages in not
having to slant my thinking to the peculiar problems of the Patent Office.

Along the above line of interest as marked out in the "Prospectus
of Papers in Preparation™ and in particular witha bias towards an inclin-
ation to mediate between advanced theoretical work in information retrsval
and the problems of inductive inference, thers may be an area suitable for
the delineation of a research proposal with ONR. I should appreciate
any informal comments you may havs.

Lea Bohnert mentioned the discussions with you in regard to plans
involving her and Bar-Hillel and the matter of "putting an institutional
roof over the head of the project®. Though I know there are certain limit-
ations, might I just advance the suggestion that Zator Company be considered
as a possibility. I have the space here and Cambriuge is a desirable cemter
to work from.

Both Ray and ]I would appreciate your informal reactions to our several
prospective linee of activity. Give my regards to Gordon Goldstein.

Sincerely,

Calvin ¥, Moocers
Proprietor

CHNM: mw
encl. Solomonoff Proposal, Mooers Prospectus of Papers
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A DIVISION OF GENERAL DYNAMICS CORPORATION

SAN DIEGO 12, CALIFORNIA

TELEPHONE: CYPRESS 6-6611

February 2, 1959

Dr. Raymond Salmonoff
Zator Company
Cambridge, Massachusetts

Dear Dr, Salmonoff:

The SIAM News Letter inidcates that you present-
ed a talk on the subject of "Mechanization of Inductive
Inference", on December 10, 1958, I am very much
interested in this subject and I wonder if you have
any written material which I might borrow on either a
short term or permenent loan basis so that I may study
your contribution.

Thank you very much for your cooperation.

Sincerely,

/ i aa®

Lawrence J . Fog/ 1
Head, Reliability Group
LJF/ms Mail Zone 6-141
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February 9, 1959

Dr. L. ]J. Fogel, Head

Reliability Group

Mail Zone 6-141

Convair Div. General Dynamics Corp.
San Diego 12, California

Dear [x. Fogel:

I am enclosing a preprint of " An Inductive Inference Machine" and an earlier,
longer report of identical title. My more recent work is on pattern discovery through
generalized Janguages which treats the simple arithmetic learning problems in a more
general way, I shail send you reports on some of this work in the near future. I would

appreciate any comments or questions that you might have on these papers.
Sincerely,

R. ]J. Solomonoff

RJS: mw
encl. IKE paper
Dartmouth report
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A DIVISION OF GENERAL DYNAMICS CORPORATION

SAN DIEGO 12, CALIFORNIA

TELEPHONE: CYPRESS 6-66811

February 24, 1959

Dr, Raymond Salmonoff
Zator Company

140 1/2 Mount Auburn St,
Cambridge 38, Massachusetts

Dear Dr., Salmonoff:

Thank you so much for sending all the inform-
ation relative to the Inductive Inference Machine,
It certainly presented me with much which requires
careful study and detailed analysis. Let me assure
you that I will find the time to study the contents
of your papers in the near future, and I am sure
that this effort will be well spent.

I certainly appreciate your cooperation.

Sincerely,

Head, Reliability Group
LJF/ms Mail Zone 6-141

GENERAL OFFICES: SAN DIEGO. CALIFORNIA



April 9, 1959

Dr. Noam Chomsky
Institute for Advanced Study
Princeton, New Jersey

Dear Dr. Chomsky:

Enclosed are two papers, giving two methods for discovering the grammars of
phrase structure languages, in a training situation similar to that which you and
Miller used for finite state grammar discovery.

I would be much interested in any questions or comments that you may have on
these papers.

Recently, 1have been working on methods for discovering the grammars of phrase
structure languages, in which a "teacher" is not available, Ordinarily, the solution
is not unique and probabilistic a priori hypotheses about the nature of the grammar
must be made. '

Another topic of much recent interest, upon which I hope to soon publish a report
and/or paper is the generalization of phrase structure languages to what one might
call "phrase structure patterns”. These "phrase structure patterns” include multidimen-
sional patterns, ordinary transformation languages, some kinds of arithmetic learning,
and certain kinds of mechanical translation as special cases. The kind of mechanical
translation given in "The Mechanization of Linguistic Learning” (pp. 10-15) is one
simple example. Simple though it is, it is much more powerful than the mechanical
translation scheme demonstrated by Georgetown University in 1954 on an IBM 701,

The importance of this particular generalization of phrase structure languages, is
that the grammars of many of them can be discovered by methods substantially the
same as those used for ordinary phrase structure langua ges,

With regard to phrase structure languages, I have two questions that you may be
able to help me with,

1) Do phrase structure languages form a Boolean algebra -- or, equivalently, is
the complement of a phrase structure language also a phrase structure language”?
You and Miller have shown this for finite state languages. This question is, to some
extent, relevant to the problem of discovering “approximate grammars” -- i, e. simple
grammars that fit a given corpus optimumly -- using a suitable didelity criterion.

2) Is a language employing contest dependent substitution (e. g. abc — adec) in
its grammar expteqﬁ:le as an ordinary terminal phrase structure languagé that does not
have context dependent substitution in its grammar? Or, more briefly, #does context de-
pendent substitution of this type expand the domain of phrase structure languages? In



Dr, Noam Chomsky 8- April 9, 1959

section 3. 4 of "Three Models . . ." you seem to imply that there is no expansion of
domain, but it is not entirely clear as to whether this is what you meant,

I had been discussing some of my work with G, Miller recently. He suggested that
you might be much interested in some kinds of English sentences that I have found,
which are not describable by phrase structure grammars. These are sentences con
the word "respectively”. An example is: "George, Jane,Bill and Maria phoned his, her,
his and her parents, respectively." The important things are that the proper names and
the possessive pronouns are correlated, and are in the same order; also the number of subjects
(four in the above example) must be arbitrarily increasable. 1f they were in reverse order,
we could express this with a phrase structure grammar. It may be that examples of the
use of "regpectively"” in languages other than English, can be more easily found, which
cannot be expressed as phrase structure languages. This ig because in English we correlate
words and their modifiers by sex, number and tense only -- while in other languages,
many genders and cases may exist,

I do not know if the above sentence will convince anyone that English is not a phrase
gructure language. It is a fairly artificial sentence -- and is unlikely to be used, ordinarily.
Also, they would be rejecting a phrase structure description of English for the wrong reasons!
As you point out, the phrase structure description of English is usually unacceptable, be-
cause it is a far more complex description of English than a transformational description --
not because counter examples to phrase structure description are so common.
Could you send me reprints of the following papers:
1) "Finite State Languages”, Information and Control, May 1958, pp. 91-112,
2) "Semantic Considerations in Grammar: Monograph 8",
3) "Systems of Syntactic Analysis", Journal of Symbolic Logic 18, 242-56(1953).

I will send you a copy of the paper on generalizing phrase structure languages, as
soon as it is available,

Most sincerely,

R, J. Solomonoff
RJS:mw



April 9, 1959

Professor Benoit Mandelbrot
18 Rue du Douanier
Paris 14, France

Dear Professor Mandelbrot:

Enclosed are two reports on how to discover the grammars of phrase structure
in a suitable training situation. They require, however, a "teacher" -- and I have been
trying to devise a method of grammar discovery that can proceed from a large sample of
grammatically correct sentences, without a teacher. The solution is certainly not unique,
and one must make some probabilistic a priori assumptions on the possible forms of the
grammar, I would be much interested in any questions or comments that you may have
relevant to these papers.

The main reason I have been interested in these problems, is that I have been able
to generalize the concept of "phrase structure language”. The generalization (which
may be called "phrase structure pattema") includes multidimensional patterns, trans-
formational languages, and certain types of mechanieal translation. A simple example
of the latter is treated in "The Mechanization of Linguistic Learning”, section 6, In
particular, the arithmetic learning that I had been working on sometime ago, can all be
done far more elegantly by phrase structure pattern discovery. In many (though not all)
cases, the "grammars” of phrase structure patterns can be discovered using the same methods
as are applicable to phrase structure languages.

I think it likely that phrase structure patterss sover an enormous range of pattern types,
and that by devising methods for discovering their “grammars” one can perform inductive
inferences on this large class of patterns.

Also in this direction, I have devised several practical routines for determining whether
an arbitrarily selected sequence of words is an acceptable sentence in a phrase structure
language of known grammar. If the sentence is acceptable, the routines will also give
all possible methods of dividing the sentence into phrases. There will be more than one
such method if the sentence is at all ambiguous.

I will send you papers and/or reports on the generalization of phrase structure languages,
and on phrase structure analysis, as soon as they are available, ;

For the last year I have been working for the Zator Company. We have obtained a
(unclassified) contract from the Air Force, in which I seork on "Inductive Inference'.
Other than occasional reports, there are no strings attached. The contract extends for
at least another year and probably longer, if things look promising. A particular advantage
of the situation is the rather liberal travel funds. I'1l be giving a paper "A New Method



Professor Benoit Mendelbrot -2- April 9, 1959

for Discovering the Grammars of Phrase Structure Lampuges" at the International Con-
ference on Information Processing in Paris June 13-23, 1959, I shall, in all liklihood,
be staying at the Hotel Delavigne, 1 Rue Casimir Delavigne, Paris VI. Could you write
me your phone number or numbers?

Also could you send me reprints of the following papers:

1) "Structure Formelle des Textes et Communication: Denx Etudes", "Word",
10, 1-27 (1954).

2) "A Note on a Law of Berry and Insistence Stress”, Information and Control, Sept. 1957.
3) "Linguistique Statistique Macroscopique I" (1957),

4) "Linguistique Statistique Macroscopique II" (1957).

I will see you in June

Sincerely,

R. ]J. Solomonoff



April 10, 1959

Dr “Zelig Harris
Department of Linguistics
University of Pennsylvania
Philadelphia, Pa.

Dear Dr. Harris: v

Enclosed are reprints of reports on two methods for discovering the grammars of
phrase structure ianguages in suitable training situations, involving a "teacher" 1
would be very much interested in any questions or comments that you may have on
these papers.

I am now working on methods of grammar discovery in which a "teacher" is not
necessary -- only a large set of sentences in the language of interest, and some bro:d
probabilistic knowledge of the likelihood of various grammar types is needed.

I have been somewhat successful in generalizing the concept of phrase structure
language, so that transformational languages are included in this generalization. In
many cases of these generalized phrase structure languages, routines of grammar dis-
covery-may be successfully used which are similar to those devised for ordinary phrase
structure languages. A paper on these generalized phrase structure languages will be
sent to you, as soon as it is available.

These concepts can probably be extended to cover pieces of English text con-
sisting of more than one sentence, and so I am much interested in your work on dis-
course analysis. Could you send me a reprint of "Discourse Analysis", Language,
28,1-30 (1852), as well as reprints and/or references to any other work of yours that
you think is relevant?

Most sincerely,

R. J. Solomonoff

RIS :mw
encl. 124
125
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Dear Mr. Solomonoff, ™= srme fheap , 5 sbirst 1nd zitms,

Thanks very much for sending me the two papers on phrase structure languages,
just received in this morning's mail. 1I've only had a chance to thumb through
them, but they look quite intriguing. I'm delighted to learn that you are
working on these problems and that you are now in Cambridge. I hope very much
that we can get together and talk about these questions when I return, in

August or September. L gest st MIT AT sumeans .

Your example of a sentence (rather, set of sente cégibthat go beyond phrase
UL structure in English is very neat. I have Bum been looking unsuccessfully for

o o P such examples for several years. Have you mentioned it in print, ar unpublished
dytas dor B reports, etc., anywhere, or do you expect to?” I would like to use it as an

2 capocts- example in the book I am now working on, and am wondering what sort of reference
to give. I think it is very much worthwhile looking into the question of

how drastically particular forms of description, e.g., phrase structure, fail

in natural language -- e.g., hEw Emihxhenawmemafi what structural properties of
natural language cause one type of description to be more successful than

another, etc, Please let me know of any further work of yours along these AR
lines. = Eh?.s"; it At ca P, 1-3 Jokhn camasnte . rosom :*"k,qrs;so,—id

(/,/3_ hsors wbtar ha came tn  ha will mM laave. LA  and a: & hr. aftar wo cama , hao [‘,{Et-_]
P B N As to your two specific questions, ave the answer to only one. I have
“ ™" worked on the question whether the complement of a phrase structure language
£ “'f?“(a(with respect to a fixed vocabulary)is a phrase structure language. Unless
I am missing something, it's not ap’ easy problem. I can't construct a counter-
example, and haven't been able tg¢/get anywhere near proving it.. In thé course
of working on this problem, wh I think is crucial, I did get some other results
about phrase structure languages which will appear in a paper in Information and
Control sometime --maven't gbtten proofs yet(i.e., gallwyy proofs). One result has
to do with your second quedtion, whether context dependent substitutions expand
the domain of phrase strdcture languages. The answer is, much to my surprise, at
least, that it does, cghsiderably. 1In fact, When I wrote Three Models... I thoughtf
I had a proof that there was no extension, and on p.119, last paragraph, I stated *
2 that L, (the language with sentences khemzmzorudxhabfmsm xx, where x is a string of
s o a's ana b'x) was Beyond the bounds of mxka phrase structure description. In fact,

it is only beyowd the bounds of context independent phrase structure description; E?”

Ties sogpasts —= but can be gepérated by a immguagexwimh grammar with contextual dependencies. 5 acprsz

ant ™ l’n‘i'Fhrmstwmm,_j
Ehpltshn 5's “u be done 3

ontbet —dap.yd  Sectiop/3.4 of Three Models seems to be OK, though. Thisk has to do with order
: /)'f imgmz Application of rules, rather than with context dependente., The only mistake

Sephs
zi// I know in that paper is the one about L, ( I do not, incidentally, have a natural
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example of a language beyond the bounds of phrage structure description
when rules with context dependence are allowed,”though it is easy to show
that the languages that can be described in this way are a proper subset

the decidable languages.LThere s plenty of room for work of all sorts
m..u.-\ "Hhgoram nbeut ell £SLS hava & Linite ne.sf pless s's -

hes iy afemite wos 57 laaplass ¢'s | — g

I do not have my reprinta wfth %ie here in Princeto; except f the Finite ©=
State Mmsmism Languages one wikh which I'll send along. 1I'll s e if I can
dig up some copies of the othere when I return to Cambridge. -

Incidentally, the fmxm reference to that Pattern Conc,eﬁ;tion ppper should ))
have Miller's name first. I was added as an author only out of courtesy.
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Z A T O R C O M P A N Y

140% MOUNT AUBURMN STREET - CAMBRIDGE 38 - MASSACHUSETTS - TROWBRIDGE 6-6776

April 28, 1959

Dx. Noam Chomsky
Institute for Advanced Stud'y

Dear Dr. Chomsky: < UN4—69 o EXB:._'Z_)

Although 1 had suspected that phrase structure languages with context
dependent substitution were significantly different from ones without context
dependent substitution, I certainly didn't think that they could go as far as

expressing the Ly of p. 119 of "Three Models. . .". If you can do the lan-
guage x x, it is very likely that you can expreas English sentences with "res-
pretively” in them by a similar device, Could you tell me how you did x x?
Canyoudoxxx, orxxxx, etc.? Also, could you tell me the title of
your paper in Information and Control with this result in it -- I may want
to refer to it in the paper that I' m working on now.

Is the following language expreasible as a phrase structure language with
context dependent substitution?

abcd, aace, abbabcecddcd, etc.

An arbitrary string of a's and b’ s followed by the same aring in which c is
substituted for a, and d substituted for b.

A fairly simple language that is a) decidable, b) is not a context inde-
pendent phrase structure language is:

1/1 ; 11/10 ; 111|11 ; 1111[100 ; 11111101 etc.

Each sentence consists of a number of 1's, followed by a vertical bar, followed
by the binary notation for the number of 1's to the left of the bar, There are
certainly no "cycles” én any of the sentences - - not even context dependent
cycles. I'm using "cycles" in the sense used in "A New Method for Discovering
the Grammars of Phrase Stucture Languages”, This test is enough to show it is
not a context independent phrase structure language -- but I really don't know
any criteria for the context dependent kind,

Another similar langugge that is not expressible as a context independent
phrase structure languagey is:

1/1 ; 11/1111 ; 111111111111 etc,
" -tz cfé T RS
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To the right of the bar is a sequence of nones. To the left of the bar is a
sequence of nf ones.

With regard to the sentences with "respectively" in them: I haven't
referred to this in any reports or papers =~ just verbally at the MIT MT
seminar. You might refer to it as a "personal communication” if you want
to use it in your new book.

I have some other, more complex examples. Practically any sentence
with arithmetic in it makes context independent phrase structure description
impossible. Some examples:

1) John arrived 2 hours ago, stayed 1 hour and then left.
2) John arrived 2 hours ago, will stay 3 hours and then leave.

The tense,0 verbs "to stay" and " to leave” depends on whether 1 is less
than 2, ‘6 3 is more than 2.

3) 4 of the 5 people were friends and the person who was not was a relative.
4) 3 of the 5 people were friends and the people who were not were relatives.
5) The 3 boys were called Morris, Boris and Angus.

In 5) we can use a context independent phrase structure grammar, if we use the
notation 1A for 1, 11A for 2, 111A for 3, etc. This enables us to match up
the 1's with the boys in reverse order. We can also do the same thing with 3) and
4): The basic sentence for 3) is:

allA of the aBflA people were friends and the person who was not was a relative,

with cycle 1,1 at the o, & positions. However, if we don' t use this notation 3), 4)
and 5) don't seem to be expressible as phrase structure languages. By using suitable
notations for numbers, 1) and 2) can be made into phrase structure languages -- €. .
John arrived (A+ B) hours ago, stayed B hours, and then left. Here A and B may be
any number notations one wants to use just o A and B are both > 0. The notation is
very artificial, and not integrated with the previous notation. This grammar is all
right for generating acceptable sentences, but not very good for deciding if a proposed
sentence is acceptable. E. g., if one were given the sentence John arrived (3+7)
hours ago, stayed 5 hours, then left", one would have to convert the 3 7 hours to

5+5 -- an operation that seems external to the grammar,

The above five examples of sentences that are not usually phrase structure languages
(unless suitable number notations are used) regarded, I think, as &n example of
sentences in which the grammatical forms are intimately involved with what we ordinarily
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regard as "meaning”. Essentially, one has to do some computing to determine if
a sentence is grammatically comect. Other examples can be found which involve
human kinship -- in which the facts expressed in the sentence enable one to deter-
mine that two people referred to in the sentence are identical, or that a certain
person is female rather than male, or that a certain set of people is plural rather
than singular, Other factual data in a sentence may be used to determine sex, and
thereby cpnuol "grammatical” decisions.

A sentence may be "grammatically indeterminate”, in the sense of the gender
of a particular object being unknown. In French, "Donnez le moi" is or is not
grammatical, depending on whether "le" refers to a masculine or a feminine object.

In general, grammars that do take "meaning” into account, and produce only
sentences that are "true” (in the sense of following logically from some stated set
of axioms) will be fairly complex -- certainly many of them will describe "undecid-

able'languages.

This is one of the areas in which "grammaticalness””, "meaningfulness", and
"logical reasonableness” begin to overlap somewhat, and perhaps it is necessary
to make arbitrary boundaries.

Getting back to context dependent substitution -- if one starts with a set of
kernel sentences that are formed by a context independent phrase structure language,
then transformations of the kind described in "Three Models . . ." Section 5 do
not increase the scope of the language very much, About all the transformations
could do would be to allow identical repetitions of certain phrase types -- as in
the language x x, (Ly of Section 2 of "Three Models . . ."), orxxx, etc. Idon't
believe that they could even do sentences with "respectively” in them (though I'm
not absolutely sure of this). Since repetitions aren’t often (if at all) used as part
of grammars of ethnic languages, this seems to be no great loss. If we don't use
transformations with repetitions, then the transformations add nothing to the original

context independent phrase structure language - - except, perhaps, a more compact
means of expresging the grammar rules,

However, since context dependent substitutions do appear to be important
(Yranformational” rules 16, 16, 17, and 21'/2 of pp. 112-113 “Syntactic Structured'
are really context dependent substitutions rather than "transformations” in the sense
of "Three Models . . ." Section 5), it is reasonable to ask if transformations on a
set of kemels from a context dependent phrase structure language does enlarge the
grammar at all. Are such transformational languages "decidable"? (If we allow
only context/dependent substitutions to form the kernel sentences I think the resultant
transformational language is decidable -- but I have' t worked out a really rigorous
proof.) If it is possible to get repetitions with a context dependent phrase structure
language, it is quite conceivable that transformations will not expand the domain .
of context dependent phrase structure languages,

I'm glad to hear that you' 1l be back in Cambridge in the fall, and look forward
to seeing you then.

Sincerely,

R. ]J. Solomonoff
RJS :mw
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Dr, Noam Chomsky
Institute for Advanced Study
‘Princeton, New Jersey

Dear Dr, Chomsky:

Although I had suspected that phrase structure languages with context
dependent substitution were significantly different from ones without context
dependent substitution, I certainly didn’t think that they could go as far as
expressing the Ly of p. 112 of "Three Models, . .", If you can do the lan-
guage X X, it is very likely that you can express English sentences with "res-
prctively™ in them by a similar device. Could you tell me how you did x x?
CanyoudoxxXx, orxxxx, etc.? Also, could you tell me the title of
your paper in Information and Control with this result in it -- I may want
to refer to it in the paper that I; m working on now,

Is the following language expressible as a phrase structure language with
context dependent substitution?

abcd, aace, aibabecddcd, etec.

An arbitrary string ofi a'sland b's followed by the same aring in which c is
substituted for a, and d substituted for b.

A fairly simple language that is a) decidable, b) is not a context inde-
pendent phrase structure language is:

11 ; 1110 ; 111)11 ; 1111/100 ; 11111]101 etc.

Hach sentence consists of a number of 1's, followed by a vertical bar, followed
by the binary notation for the number of 1's to the left of the bar, There are
certainly no "cycles" bn any of the sentences -~ not even context dependent
cycles, I'm "cycles" in the sense used in "A New Method for Discovering
the Grammars of Structure Languages”, This test is enough to show it is
not a context independent phrase structure ianguage -- but I really don't know
any criteria for the context dependent kind.

Another similar langugge that is not expressible as a context independent

phrase mructate Janguagef i

1/1 ; 11)1111 ; 111]111111111 etc.
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To the right of the bar is a sequence of n ones. To the left of the bar is a
sequence of dF ones.

Whehrregard to the sentences with "regmectively” in them: I haven't
referred to this in any reports or papers -- just verbally at the MIT MT
seminar. You might refer to it as a "personal communication” if you want
to use it in your new book.

I have some other, more complex examples. Practically any sentence
with arithmetic in it makes context independent phrase structure description
impossible. Some examples:

1) John arrived 2 hours ago, stayed 1 hour and then left.
2) John arrived 2 hours ago, will stay 3 hours and then leave,

The tense of the verbs "to sey" and " to leave" depends on whether 1 is less
than 2, or 3 is more than 2,

3) g of the 5 people were friends and the person who was not was a relative.
4) 3 of the 5 people were friends and the people who were not were relatives,
5) The 3 boyp were called Morris, Boris and Angus,

In 5) we can use a context independent phrase structure grammar, if we use the
notation 1A for 1, 11A for 2, 111A for 3, etc. This enables us to match up
the 1's with the boys in reverse order. We can also do the same thing with 3) and
4): The basic sentence for 3) is:

alA of the al11A people were friends and the pagson who was not was a relative,

with cycle 1,1 at the o, a positions. However, if we don't use this notation 3), 4)
and 5) don't seem to be expressible as phrase structure s. By using suitable
notations for numbers, 1) and 2) can be made into phrase structure languages -- €. g.

John arrived (A B) hours ago, stayed B hours, and then left. Here A and B may be
any number notations one wants to use just so A and B are both > 0, The notation is
very artificial, and not integrated with the previous notation. This grammar is all
right for generating acceptable sentences, but not very good for deciding if a psoposed
sentence is acceptable, E. §, if one were given the sentence John arrived 31
hours ago, stayed 5 hours, then left", one would have to convert the 8 7 hours to

6 5 -- an operation that seems external to the grammar.

The above five examples of sentences that are not usually phrase structure languages
(unless suitable number notations are used) is best regarded, I think, as an example of
sentences in v.;hj/ch the grammatical forms are intimately involved with what we ordinarily
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regard as "meaning'. Essentially, one has to do some computing to determine if
a sentence is grammatically correct. Other examples can be found which involve
human kinship -- in which the facts expressed in the sentence enable one to deter-
mine that two people referred to in the sentence are identical, or that a certain
person is female rather than male, or that a certain set of people is plural rather
than singular, Other factual data in a sentence may be used to determine sex, and
thereHy cpntrol "grammatical” decisions,

A sentence may be "grammatically indeterminate"”, in the sense of the gender
of a particular object being unknown, In French, "Donnez le moi"” is or is not
grammatical, depending on whether "le" refers to a masculine or a feminine object.

In general, grammars that do take "meaning” into account, and produce only
sentences that are "true" (in the sense of following logically from some stated set
of axioms) will be fairly complex -- certainly many of them will describe "undecid-
abld'languages.

This is one of the areas in which "grammaticalness”, "meaningfulness”, and
"logical reasonableness” begin to overlap somewhat, and perhaps it is necessary
to make arbitrary boundaries,

Getting back to context dependent substitution -- if one starts with a set of by
kernel sentences that are formed by a context independent phrase structure language, Y\
then transformations of the kind described in "Three Models . . ." Section 5 do B
not increase the scope of the language very much, About all the transformations \
could do would be to allow identical repetitions of certain phrase types -- as in ‘
the language x x, (L3 of Section 2 of "Three Models . . ."), orx x x, etc. Idon't
believe that they could even do sentences with "respectively” in them (though I'm
not absolutely sure of this), Since repetitions aren' t often (if at all) used as part
of grammars of ethnic languages, this seems to be no great loss. If we don't use
transformations with repetitions, then the transformations add nothing to the original

context independent phrase structure language -- except, perhaps, a more compact
means of expressing the grammar rules.

However, since context dependent substitutions do appear to be important
(¥randformational” rules 15, 16, 17, and 213/2 of pp. 112-113 "Syntactic Structured’
are really context dependent substitutions rather than "transformations” in the sense
of "Three Models . . ." Section 5), it is reasonable to ask if transformations on a
set of kernels from a context dependent phrase structure language does enlarge the
grammar at all, Are such transformationsl languages "decidable"? (If we allow
only context dependent substitutions to form the kernel sentences 1 think the resultant
transformational language is decidable - - but I have't worked out a really rigorous
proof,) If it is possible to get repetitions with a context dependent phrase structure
language, it is quite conceivable that transformations will not expand the domain
of context dependent phrase structure languages.

I'm giad to hear that you' 1l be back in Cambridge in the fall, and look forward
to seeing you then,

Sincerely,

R. J. Solomonoff
RIS:mw
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July 7, 1959

Mr. R. J. Selemeneff
Zator Company

1j0+ Mount Auburn Street
Cambridge 38, Mass.

Dear Mr., Selomenoff:

Thank you for copies eof several re-
perts on metheds fer discevering the grammars ef phrase
structure languages in a suitable training situatien.

If Dr. Tompkins has any cemments, criticisms er questions
regarding the reports, he will get in touch with yeu early
in Aucust when he returns from his vacatien,

Sincerely,

Helen B, Yonag

Secretary te Dr, H. Tompkins
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